
COPY DETECTION TOWARDS SEMANTIC MINING FOR VIDEO RETRIEVAL

Shikui Wei∗+†, Yao Zhao∗+, Changsheng Xu‡, Dong Xu†

∗Institute of Information Science, Beijing Jiaotong University, Beijing100044, China
†School of Computer Engineering, Nanyang Technological University, Singapore

‡Institute of Automation, Chinese Academy of Sciences, Beijing, China
+Beijing Key Laboratory of Advanced Information Science and Network Technology,

Beijing100044, China. Email:shkwei@gmail.com

ABSTRACT

In large-scale video database, lots of different videos fre-
quently share the similar content copied from the same
source. Generally, those videos have certain semantic corre-
lations, such as being of similar events and sharing the same
topic. Mining these semantic correlations can greatly facili-
tate video search. However, as a preprocessing step, detecting
and localizing the copy pair among videos, i.e. copy detec-
tion problem, plays a key role for precise semantic mining.
To meet the requirements in semantic mining scenario, we
propose a frame fusion based copy detection scheme. In this
scheme, the copy detection problem is converted to HMM de-
coding problem with three relaxed constraints, where Viterbi
algorithm is employed to automatically detect the copy pair.
The experimental results show that the proposed approach
achieves high localization accuracy even when the copied
clip undergoes some complex transformations, while achiev-
ing comparable performance compared with state-of-the-art
copy detection methods.

Index Terms— Semantic Mining, Copy Detection, Viterbi-
Like Algorithm, Frame Fusion, HMM

1. INTRODUCTION

Currently, most of video retrieval models implement search
procedure by implicitly or explicitly measuring the similar-
ity between the query and database shots in some low-level
feature spaces [1]. However, such similarity is not always
consistent with human perception due to the limitation of
image/video understanding techniques, i.e., semantic gap
problem. Therefore, it is necessary to involve more seman-
tic clues for bridging the gap. As an alternative method,
mining the semantic correlation among video can greatly en-
hance the capability of semantic understanding. By analyzing
the video archives in large-scale database, some researchers
found that certain video content copied from the same source
is frequently occurred in lots of different videos due to its
popularity or importance [2] , such as popular network video
and important news shots. Obviously, the videos containing

the same copy have some semantic correlations like sharing
similar topic, which can be mined to enhance the semantic
understanding of video content. However, before doing this,
we must determine which videos share the same copy and
where the copy occurs in the videos, i.e., copy detection
problem. Our main effect focuses on this key preprocessing
step of semantic mining.

Formally, content-based copy detection(CBCD) origi-
nally refers to judging whether a query video contains the
content originated from copyright protected reference video
via some feature extraction and matching techniques [3]. In
our context, our purpose is to find the video archives which
share the same content from the same source. Hence, each
video can serve as both the query video and the reference
video. In the previous literature[4, 5, 6, 7], the main effort
focuses on the copy detection of a short query video. A com-
mon characteristic of those methods is that the query video
should be a temporally bounded video archive and all query
frames(or key frames) must be parsed beforehand. In other
words, at least one of two videos to be detected must be a
short video. In semantic mining scenario, however, the videos
in database are generally long videos, and it is unpractical to
parse them beforehand due to the limitation of computational
cost and memory usage. Therefore, existing copy detection
methods are not suitable for this task, and we need to develop
some new methods for copy detection in long videos.

To this end, we consider a frame fusion based copy de-
tection approach, which combines similar frame search and
frame fusion under a temporal consistency assumption. The
key idea of this method is to convert copy detection prob-
lem to HMM decoding problem in which Viterbi algorithm
together with three relaxed constraints can be employed to
meet the requirements of copy detection in long videos. In
particular, any one video in database is considered as a query
video, and the others are the reference videos. To fit the HMM
model, the frame(or key frame) sequence of query video is
treated as the observation sequence in HMM model, and all
frames in database videos are considered as the states. There-
fore, the copy detection is equivalent to finding a partial state
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sequence(or partial best path) that generates the correspond-
ing observation sequence with high probability. However, if
database is large, the set of states (i.e, frames of database
video) is extremely huge, which leads to intractable process
due to the limitation of computing power and memory. To
address this problem, only the frames who are most similar
to query frames are retained to form the state set. In addi-
tion, the state set is dynamically updated when certain query
frames move in or move out, which further reduces the com-
putational cost and memory usage.

2. OVERALL FRAMEWORK

The architecture of proposed method is illustrated in Figure 1,
which includes keyframe extraction, feature extraction, simi-
larity matching and frame fusion. As stated above, each video
archive in the database is in turn treated as query video and
the others are considered reference videos. Since our main
work focuses on the frame fusion step, we just use existing
methods for the other components. In our scheme, we sam-
ple three frames per second, and each frame is described by
a Bag-of-Words scheme used in [8]. For similariy measure-
ment, we adopt the Okapi BM25 scoring function proposed
in[9]. After the system searches the reference database and
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Fig. 1. Framework of proposed video copy detection system

returns a list of similar reference frames for each query frame,
the copy pairs can be determined by fusing these returned ref-
erence frames. We will detail the fusion process in next sec-
tion.

3. HMM-BASED FRAME FUSION ALGORITHM

Since a copy is usually a small part of the video, we define
subsequence for both the query frame sequence and its cor-
responding list sequence of returned reference frames, which
are denoted as follows:

Qsub(i, j) = {(qi, qi+1, · · · , qj)|1 ≤ i ≤ j ≤ T} (1)

Lsub(i, j) = {(Li, Li+1, · · · , Lj)|1 ≤ i ≤ j ≤ T} (2)

where Qsub(i, j) is a temporally successive frame sequence
from time instant i to j in query video with length T ,
Lsub(i, j) is the corresponding list subsequence in which
Li is the list of similar reference frames returned for qi by
similarity search.

The purpose of frame fusion is to reconstruct reference
frame sequences from Lsub(i, j) according to the tempo-
ral consistency constraint. If we can construct a sequence
h = {(hi, · · · , hm, · · · , hj)|hm ∈ Lm} whose frames are
temporally successive in a single video archive, we say that
Qsub(i, j) and h are a copy pair. The starting and ending
positions of the copy in query and reference videos are deter-
mined by {pi, pj} and {hi, hj}, respectively.

In our scheme, the frame fusion problem is converted to
HMM decoding problem in which the Viterbi algorithm can
be employed for fast computing. In particular, the query sub-
sequence can be directly treated as the emission sequence
Eseq, and the reference frames in Lsub(i, j) constitute the
state set S after Unique operation. Here, the Unique symbol
denotes the duplicate-removal operation on Lsub(i, j). Then,
the fusion problem is how we can find a state sequence h∗ in
sequence space Hsub(i, j) with all possible state sequences,
which is most likely to have generated the emission sequence
Eseq. The conversion model can be formulated as follows:

Eseq = (qi, · · · , qm, · · · , qj) ⇐ (ei, · · · , em, · · · , ej) (3)

S = Unique{Li, · · · , Lm, · · · , Lj}
⇐ {s1, · · · , sm, · · · , sY }

(4)

Hsub(i, j) = {(hi, · · · , hm, · · · , hj)|1 ≤ i ≤ T,

i ≤ m ≤ j ≤ T, hm ∈ S}
(5)

h∗ =argmaxh∈Hsub(i,j)
P (Eseq, h)

=argmaxh∈Hsub(i,j)
P (h)P (Eseq|h)

=argmaxh∈Hsub(i,j)
{P ((hi, · · · , hm, · · · , hj))∗

P ((ei, · · · , em, · · · , ej)|(hi, · · · , hm, · · · , hj))}

(6)

In our context, P ((hi, ..., hm, ..., hj)) reflects the transi-
tion relationship among returned reference frames, whereas
P ((ei, ..., em, ..., ej)|(hi, ..., hm, ..., hj)) implies the similar-
ity measurement between the query sequence (qi, ..., qm, ..., qj)
and a reference frame sequence (hi, ..., hm, ..., hj). We em-
ploy the first-order Markov chain for modeling the transition
relationship, which assumes that the present state is only de-
pendent on the previous state. That is, P (hm|hm−1, ..., hi) =
P (hm|hm−1),m = i + 1, ..., j. For similarity measurement,
since we perform an independent similarity search for each
query frame, P (em|hm),m = i, ..., j, are independent of
each other. Therefore, we can rewrite objective function (6)
as:
h∗ =argmaxh∈Hsub(i,j)

{P (hi)P (ei|hi)

∗
j∏

m=i+1

P (hm|hm−1)P (em|hm)
(7)

In order to calculate the objective function above, we need
to estimate both P (hm|hm−1) and P (em|hm), i.e., the state
transition probability Tr = {P (sy|sx)} and the emission
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probability Em = {P (ey|sx)}. To this end, two relaxed
constraints are given in the following. Note that we assume
P (sx) follows the uniform distribution. Therefore, P (sx) is
set to 1/Y , where Y is the total number of states. That is,
P (hi) is set to 1/Y .

Transition Constraint: For any two reference frames
(states) sx and sy , sx can transfer to sy only if sx and sy are
in the same shot or in two adjacent shots. If the transition ex-
ists, its transition probability P (sy|sx) is set to 1(in the same
shot) or 0.8(in two adjacent shots), otherwise 0.

Emission Constraint: For emission probability P (ey|sx)
, we directly calculate it using scoring function for similarity
search. All similarity scores are normalized beforehand.

As indicated above, a key problem is how to distinguish
copies from non-copy video clips, i.e., determining the posi-
tions of qi and qj . To this end, we introduce an additional gap
constraint to localize the boundaries of copies.

Gap Constraint: Given the query subsequence Eseq =
(qi−∆t, ..., qi, ..., qm, ..., qj , ..., qj+∆t) and a reference frame
sequence h = (hi−∆t, ..., hi, ..., hm, ..., hj , ..., hj+∆t), if hi

doesn’t have any transition to ∆t reference frames in the past,
the time instant i is a possible starting point of a copy. The
constraint means that we can determine the starting instant
of a copy based on the transition relationship among similar
reference frames at different time instants. Likewise, we can
determine the ending instant in the same way.

As mentioned in section 1, the state set is dynami-
cally updated. In our scheme, only the reference frames
in {Li−∆t, · · · , Li, Li+1, · · · , Lj , · · · , Lj+∆t} are used to
form the state set, which is updated when query frames comes
into or out of the set. In this way, the size of state set always
keeps small, which greatly reduces computational cost and
memory requirement.

4. EXPERIMENTS

4.1. Experimental Setup

In the proposed scheme, one of remarkable features lies in
that it can detect video copy in unbounded query videos rather
than short query as existing methods do. However, to facili-
tate comparison with previous work, we adopt the Sound &
Vision dataset used in TRECVID 2008 CBCD task [10] for
testing, where the query videos are relatively short. In our
experiment, five original query video streams are generated
for testing, in which four of them indeed have copies. To test
the robustness to various video transformations, these queries
are further transformed separately by applying ten complex
transformations [10]. Then total 50 query video streams are
generated for testing.

For evaluation criteria, we employ the miss rate and the
false alarm rate to evaluate the detection precision. More-
over, we introduce additional two criteria for evaluating lo-
calization precision in query stream and reference video.

Copy Overlap Degree: This criterion measures the over-

lap degree in time duration between the detected copy and its
ground truth.

Reference Overlap Degree: This criterion measures the
overlap degree in time duration between the asserted refer-
ence clip of a copy and its ground truth.

In our experiment, three leading copy detection sys-
tems [5, 7], which achieve the best detection performance
in TRECVID 2008 CBCD task, are used for comparison.
These three systems are named as Lear-Strict, Lear-Soft, and
IMedia-Fusion, respectively. For the proposed scheme, the
length M of Lm is fixed to 200, and the gap ∆t is set to 3.

4.2. Localization Precision

In this section, we compare these systems on the localization
performance for different transformations. The histograms of
both query and reference overlap degrees are plotted in Figure
2 and 3, respectively. For the copy localization, the proposed
method obtains the best performance for four transformations,
i.e., T1, T3, T5, and T10. The performance for other transfor-
mations except T8 is also good. For the copies undergoing T8
transformation, we find that almost no true relevant reference
frames are returned for the copy frames near the boundaries.
This means that only a part of copy is detected, which leads
to low query overlap degree. The main reason lies in that the
SIFT descriptor used for feature extraction is not robust to flip
transformation which is commonly occurred in T8. In our fu-
ture work, we will take the flip transformation into account
when designing feature extraction scheme.

For the reference localization, the proposed method
achieves the best performance for six of ten transformations.
The performance for other transformations is also compara-
ble with the best ones. This means that our proposed copy
detection method is indeed robust to various video distor-
tions. Encouragingly, the proposed method achieves the best
localization performance for the most complex transforma-
tion T10 in both the query and reference videos. That is, our
method can tolerate severe signal distortions.
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Fig. 2. Comparison with state-of-the-art copy detection sys-
tems on copy overlap degree with varied transformations

4.3. Detection Precision

Here, we compare all systems on the overall detection perfor-
mance, i.e., the miss rate and the false rate. Table 1 lists all
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Fig. 8.  Comparison with state-of-the-art copy detection systems on reference overlap degree with varied transformations 
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Fig. 3. Comparison with state-of-the-art copy detection sys-
tems on reference overlap degree with varied transformations

the evaluation results. Although the performance of the pro-
posed algorithm is not as good as other systems in the miss
rate, it still achieves a comparable performance with the sys-
tem IMedia-Fusion, especially in the false alarm rate. As dis-
cussed in [6], a complete copy detection system comprises
a few key components including the sampling rate of key
frames, feature extraction, similarity search as well as frame
fusion results. The overall performance of such a system de-
pends on the aggregated result of all the constituents. In our
scheme, we focus mainly on the frame fusion stage. Although
the proposed frame fusion method achieves high localization
precision, it indeed slightly reduces the detection precision. In
fact, this issue can be solved by enhancing the other compo-
nents. For example, the detection performance can be notably
improved by simply changing the size of visual vocabulary
since there is a tradeoff between the robustness and discrim-
inability of bag-of-features [8]. A larger size of visual vo-
cabulary means better discriminability capability. Again, we

Table 1. Comparison on Miss rate and False alarm rate
System RMiss RFA

Lear-Strict 0.000000 0.166667
Lear-Soft 0.075000 0.663636

IMedia-Fusion 0.200000 0.360000
Proposed-200-3 0.225000 0.288900

want to emphasize that the main goal of this work is to pre-
pare for the semantic mining among database videos based
on the copy occurrence. In this scenario, copy detection sys-
tem must have the capability for detecting copy pair among
long videos. Our main effort in this work just focuses on this
problem.

5. CONCLUSION

In this paper, we propose a frame fusion based copy detec-
tion approach, which involves similar frame search and frame
fusion. The key idea is to convert copy detection problem
to HMM decoding problem so that Viterbi algorithm can be
employed for fast computation. A remarkable feature of this
algorithm is that we can dynamically determine the starting

and ending points of copies in videos. In this way, the detec-
tion of copy pair among unbounded videos can be carried out
easily, paving the way to mining semantic correlation among
videos. The experimental results show that the proposed ap-
proach achieves high localization accuracy in both the query
stream and the reference videos and provides good tolerance
to some difficult video transformations.
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